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 Good afternoon and thank you for inviting me. My name is David Brody and I lead the Digital Justice Initiative at the Lawyers’ Committee for Civil Rights Under Law.

 The Lawyers’ Committee is a non-profit, non-partisan racial justice organization founded in 1963 at the request of President Kennedy to combat discrimination and inequality of opportunity. Our Digital Justice Initiative works on issues at the intersection of civil rights, privacy, and technology, such as discrimination in online commerce, Internet-enabled hate crimes, and discriminatory uses of personal information.

Public accommodations laws are a cornerstone of civil rights protection in the United States. These laws are one of the key mechanisms used to end Jim Crow segregation and discrimination in everyday commerce. Many of these laws were enacted during the Civil Rights Era in response to protests, sit-ins, and boycotts by Black Americans and others seeking equal rights.

Today, if a business posts a sign that says, “Whites Only,” it should not matter whether it is written in ink or pixels. The discrimination is the same. The harm is the same. And under Nevada law, the legal consequences should be the same.

Public accommodations laws are general purpose anti-discrimination statutes. They state that if a business offers goods or services to the general public, they must serve everyone regardless of race, sex, religion, national origin, sexual orientation, disability, or other protected characteristics. Classic examples of places of public accommodations include hotels, stores, restaurants, theaters, buses, and stadiums.

These laws, including Nevada’s, typically prohibit two forms of discrimination. First, they prohibit covered businesses from denying service or charging higher prices on the basis of protected characteristics. Second, they prohibit violence, threats, or harassment by third parties when someone seeks to patronize the business. To give the historic example: these laws both prohibit a lunch counter from refusing service on the basis of race, as well as prohibit a racist mob from blocking access to the lunch counter.

Despite all of our advances on civil rights, discrimination and hate continue today. Sadly, we saw it just last week as hateful violence tore apart businesses run by Asian women in Georgia. Hateful threats and attacks on Asian Americans are spiking nationwide. These types of incidents interfere with equal enjoyment of places of public accommodation by intimidating our neighbors, especially senior citizens, from feeling safe when they go out in public.

These harms occur online as well. Online threats, harassment, and intimidation frequently target people of color, women, LGBTQ individuals, religious minorities, immigrants, and people with disabilities. The Pew Research Center recently reported that 40% of Americans have experienced online harassment and that 25% have experienced physical threats, stalking, sexual harassment, or sustained harassment online.[[1]](#footnote-1) These hateful acts interfere with the right to equally enjoy online commerce, they discourage speech and civic engagement, and they cause serious harm. Businesses suffer when customers are not safe. When a user self-censors or stops using a website because they are being threatened, that user is deprived of their right to enjoy the services offered by that business.

Discrimination also continues to infect the marketplace, where consumers of color continue to receive worse treatment and experience unequal access to goods and services. This discrimination increasingly occurs through online business practices. For example, Facebook, Google, and other major tech companies have been sued or investigated repeatedly for discriminating in their advertisements for housing, employment, and credit.[[2]](#footnote-2) Retail websites have been found to charge different prices based on the demographics of the user.[[3]](#footnote-3) Communities of color are targeted by predatory and low-quality for-profit online colleges.[[4]](#footnote-4) Algorithms that set car insurance rates charge minority neighborhoods higher premiums than white neighborhoods with the same risk levels.[[5]](#footnote-5)

Absent anti-discrimination protections, online businesses can refuse service on the basis of race, charge higher prices based on religion, provide subpar products based on gender or sexual orientation, or ignore the accessibility needs of people with disabilities. Public accommodations laws are meant to close these gaps.

However, because most public accommodations laws were written decades before the invention of the Internet, they do not always apply equally online and offline. AB 207 seeks to amend the state’s public accommodations statute to ensure that Nevadans receive the same protections against discrimination from billion-dollar websites that they do in a Mom-and-Pop corner store.

 Currently five states explicitly apply their public accommodations laws to the Internet: California, Colorado, New Mexico, New York, and Oregon. So, Wall Street and Silicon Valley are already covered in their home states.[[6]](#footnote-6) Our analysis shows that another 17 states have laws that are likely to apply to the Internet, but their courts have not addressed the question.

For Nevada’s statute, our research shows that it is unclear whether or not the state’s public accommodations law applies to online businesses.[[7]](#footnote-7) This legislation clarifies that. Passing this bill would level the playing field between online and offline commerce, requiring online businesses to meet the same non-discrimination requirements as your physical businesses and protect the rights of all your residents.

Thank you and I am happy to answer your questions.
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